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STORAGE SYSTEM FOR ELIMINATING
DUPLICATED DATA

This application is a continuation of U.S. patent applica-
tion Ser. No. 13/606,683, filed Sep. 7, 2012, which is a con-
tinuation of U.S. patent application Ser. No. 12/663,885, filed
Dec. 10, 2009, now U.S. Pat. No. 8,285,690, whichisa371 of
PCT/IP2009/004744, filed Sep. 18, 2009. The entire disclo-
sures of these application are incorporated by reference
herein.

TECHNICAL FIELD

The present invention relates to a storage system, and par-
ticularly to a technology for eliminating duplicated data.

BACKGROUND ART

In the field of recent storage systems, a technology for
eliminating duplicated data without having a user be aware of
the elimination (to be referred to as “de-duplication technol-
ogy” hereinafter) has been attracting attention. A storage
system applied with the de-duplication technology conceals
the elimination of duplicated data by disposing a virtualiza-
tion layer. Therefore, with the application of the de-duplica-
tion technology, a user can access user data by means of a
conventional access method, and at the same time use a lim-
ited data storage area within the storage system with a high
degree of efficiency.

A de-duplication system includes a complete matching
system and a non-complete matching system. In the complete
matching system, for example, an I[/O request received from a
client is of a block level or a file level. In the case of the block
level, when the content of a certain block data matches the
content of another block data, the blocks are determined as
duplicated data, and one of the blocks is eliminated. In the
case of the file level, when the content of a certain file com-
pletely matches the content of another file, the files are deter-
mined as duplicated data, and one of the files is eliminated
(see Patent Literature 1, for example). In the non-complete
matching system, on the other hand, an I/O request received
from the client is of the file (particularly contents) level. In the
case of the contents level, for example, the features of certain
contents and of other contents are extracted, and when the
degree of similarity between these features is high, these
contents are determined as duplicated data (see Patent Litera-
ture 2, for example).

CITATION LIST
Patent Literature

[PTL 1]

U.S. Pat. No. 5,732,265

[PTL 2]

Japanese Patent Application Publication No. 2005-274991

SUMMARY OF INVENTION
Technical Problem

In the conventional de-duplication method, comparison is
carried out to determine whether or not data to be subjected to
de-duplication overlaps with all of data items that are likely to
overlap. Therefore, for example, when the number of data
items or the size of the data subjected to the comparison
expands, processing performance decreases significantly.
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Furthermore, when the number of data items subjected to
the comparison expands, a cache miss likely to occur, and
therefore a low-speed metadata index needs to be referenced.
As a result, the processing performance decreases signifi-
cantly.

On the other hand, when the number of data items sub-
jected to the comparison expands, the data items can be dis-
tributed to a plurality of storage devices and the storage
devices can be allowed to process the data items, in order to
improve the processing performance. However, it is difficult
to improve the performance significantly, because a de-dupli-
cation process is performed by referring to the information on
a disk instead of a cache.

An object of the present invention therefore is to improve
the performance of the de-duplication process.

Solution to Problem

When receiving a write request from a client, a storage
device carries out a first de-duplication process, and thereat-
ter carries out a second de-duplication process at an appro-
priate time. In the first de-duplication process, it is deter-
mined whether or not a write target data item overlaps with
any of stored data items of a part of a stored data item group,
which is a user data item group stored in a storage device.
When the result of the determination is positive, the write
target data item is not stored in the storage device. In the
second de-duplication process, it is determined whether or
not a target stored data item, which is not finished with an
evaluation of whether or not it overlaps with the stored data
item in the first de-duplication process, overlaps with another
stored data item. When the result of the determination is
positive, the target stored data item or the same data item
overlapping with the target stored data is deleted from the
storage device.

A controller has a processor, which may carry out each of
the processes by executing a computer program. The com-
puter program may be installed from a distant server or from
a storage medium (for example, a CD-ROM, DVD (Digital
Versatile Disk), or other portable storage medium). At least a
part of the controller may be realized by a hardware circuit.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram showing a configuration example of a
computer system according to Example 1.

FIG. 2 is a diagram showing a hardware configuration
example of a storage server.

FIG. 3 is a diagram showing a software configuration
example of the storage server.

FIG. 4 is a diagram showing an example of user data
management information.

FIG. 5 is a diagram for illustrating additional data.

FIG. 6 is a diagram showing an example of full list infor-
mation.

FIG. 7 is a diagram showing an example of synchronous
de-duplication process information.

FIG. 8 is a flowchart of a process carried out by a write
request processing part.

FIG. 9 is a flowchart of the synchronous de-duplication
process using a complete matching system.

FIG. 10 is a flowchart of the synchronous de-duplication
process using a first non-complete matching system.

FIG. 11 is a flowchart of the synchronous de-duplication
process using a second non-complete matching system.

FIG. 12 is a flowchart of a first monitoring process.
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FIG. 13 is a flowchart of an asynchronous de-duplication
process using the complete matching system.

FIG. 14 is a flowchart of the asynchronous de-duplication
process using a non-complete matching system.

FIG. 15 is a flowchart of a rank update process.

FIG. 16 is a diagram showing an example of a setting
screen used for performing the de-duplication process.

FIG. 17 is a diagram showing an example of a monitor.

FIG. 18 is a diagram showing a configuration example of a
storage system according to Example 2.

FIG. 19 is a diagram showing a software configuration
example of a storage server according to Example 2.

FIG. 20 is a diagram showing an example of server man-
agement information.

FIG. 21 is a flowchart of a process carried out by a write
request processing part according to Example 2.

FIG. 22 is a flowchart of a data storing process carried out
by a data server.

FIG. 23 is a flowchart of a non-duplicated data or duplica-
tion unknown data registration process according to Example
2.

FIG. 24 is a flowchart of a name storing process carried out
by a name server.

FIG. 25 is a flowchart of a second monitoring process.

FIG. 26 is a flowchart of a server segmentation process.

FIG. 27 is a flowchart of a server integration process.

DESCRIPTION OF EMBODIMENTS

Several examples of the present invention will be described
hereinafter with reference to the drawings.

Example 1

FIG. 1 is a diagram showing a configuration example of a
computer system according to Example 1.

One or more clients 101 are coupled to a storage system
103 via a communication network 102. Examples of the com-
munication network 102 include an IP (Internet Protocol)
network and an FC (Fiber Channel) network.

The client 101 is a computer for transmitting an I/O request
(aread request or a write request) to the storage system 103.
Examples of the /O request include an I/O request of a file
(including contents) level, and an I/O request of a block level.
The I/O request of a file level is used for specifying a user data
item, which is a target of the /O request, for each file and
requests I/O of the specified user data (file). In the case of the
1/0 request of a file level, the user data (file) that is the target
of I/O is specified by a logical path representing a storage
destination for storing the user data (file). Hereinafter, the
logical path representing a user data storage destination for
each file is called “global path.” The I/O request of a block
level, on the other hand, specifies user data, which is a target
of the 1/O request, for each block and requests /O of the
specified user data (block data). In the I/O request of a block
level, the user data (block data) that is the target of I/O is
specified by a logical block number. The following descrip-
tion illustrates and example in which an I/O request that is
mainly received from the client 101 is the I/O request of a file
level, but the description can be applied to the case where the
1/0O request is the 1/0O request of a block level.

The storage system 103 has a storage server 201. In the
present example, one storage server 201 is provided in the
storage system 103. The configuration of the storage server
201 is described hereinafter with reference to FIGS. 2 to 6.

FIG. 2 is a diagram showing a hardware configuration of
the storage server 201.
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The storage server 201 has, for example, a CPU (Central
Processing Unit) 202, a memory controller 203, a memory
204, an input/output controller 205, a network controller 206,
a network port 207, a disk controller 208, and a disk 209.
These parts 202 to 209 are coupled together in a manner
shown in, for example, FIG. 2. Specifically, the CPU 202,
memory 204, and input/output controller 205 are coupled to
the memory controller 203. The network controller 206 and
the disk controller 208 are coupled to the input/output con-
troller 205. The network port 207 is coupled to the network
controller 206, and the disk 209 is coupled to the disk con-
troller 208.

Note that the disk 209 may be provided in plurality. One
disk 209 or at least one of the plurality of disks 209 may be
configured as an external disk (a disk provided externally to
the storage server 201). The storage server 201 and the exter-
nal disk are coupled to each other via, for example, the IP
network, FC network, or the like.

FIG. 3 is a diagram showing a software configuration of the
storage server 201.

The storage server 201 has, for example, a synchronous
de-duplication processing part 301, an asynchronous de-du-
plication processing part 302, a list management processing
part 303, a monitor processing part 304, a setting processing
part 305, and a write request processing part 306. Various
computer programs for realizing the functions of the process-
ing parts 301 to 306 are stored in the memory 204 of the
storage server 201. The CPU 202 of the storage server 201
realizes the functions of the processing parts 301 to 306 by
executing the various programs stored in the memory 204.
Specific processes carried out the processing parts 301 to 306
are described hereinafter.

The memory 204 has stored therein a synchronous process
information 307 that is referenced when a synchronous de-
duplication process is carried out. Note that the synchronous
process information 307 may be stored in a device that can be
accessed at higher speed than the disk 209. Therefore, the
synchronous process information 307 may be stored not only
in the memory 204 but also in, for example, an SSD (Solid
State Drive).

In addition to the user data that is requested to be written by
the client 101, for example, user data management informa-
tion 310, full list information 311, and fingerprint data 312 are
stored in the disk 209. The fingerprint data 312 is data that is
obtained by extracting the features of the user data from the
user data and represents the features of the user data. The
storage server 201 can not only acquire the fingerprint data
312 of the target user data from the outside of the storage
server 201, but also generate the fingerprint data 312 by itself.

The storage server 201 according to the present example
carries out a process for preventing user data items having the
same contents from overlapping with each other and being
stored in a storage device (the disk 209 in the present
example) (to be referred to as “de-duplication process” here-
inafter). The de-duplication process according to the present
example has two types of de-duplication processes: a de-
duplication process that is carried out when a write request is
received (to be referred to as “synchronous de-duplication
process™), and a de-duplication process that is carried at an
appropriate time, regardless of when the write request is
received (to be referred to as “asynchronous de-duplication
process™). The synchronous de-duplication process is carried
out by the synchronous de-duplication processing part 301,
and the asynchronous de-duplication process is carried out by
the asynchronous de-duplication processing part 302.

In the de-duplication process, two user data items (a write
target user data item and one selected user data item in the
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case of the synchronous de-duplication process, and two
selected user data items in the case of the asynchronous
de-duplication process), and it is determined whether these
user data items are identical or not. In the de-duplication
process according to the present example, when the data
contents of the two user data items completely match, or
when it can be determined that the degree of similarity
between the two user data items is high and that therefore the
two user data items are substantially the same even when
there is a mismatch between the data contents, it is deter-
mined that the both user data items are identical. Hereinafter,
a system for determining whether user data items are identical
or not by determining whether data contents thereof com-
pletely match or not is called “a complete matching system,”
and a system for determining whether user data items are
identical or not by determining whether or not the user data
items can be determined as substantially identical is called “a
non-complete matching system.” Specifically, in the de-du-
plication process using the non-complete matching system, it
is determined whether the user data items can be determined
as substantially identical or not, based on, for example, addi-
tional data or feature data. Here, “additional data” means data
added to user data (user data main body), which represents the
attributes of the user data (metadata, tag data, and the like).
“Feature data” means data representing the features of the
user data, and is, for example, the fingerprint data 312. For
example, the de-duplication process using the complete
matching system can be employed when the 1/O request
received from the client 101 is the /O request of a file level
and the I/O request of a block level. On the other hand, the
de-duplication process using the non-compete matching sys-
tem can be employed when the /O request received from the
client 101 is the I/O request of a file (especially contents)
level.

FIG. 4 is a diagram showing an example of the user data
management information 310.

The user data management information 310 includes, for
example, a global path management table 401, which is infor-
mation for managing the global path, and a local path man-
agement table 402, which is information for management a
local path. Here, “local path” means a physical path that is
referenced within the storage system 103 and represents a
data storage destination.

In the global path management table 401, the global path,
a name hash value, a data hash value, and a data 1D are
associated with written data for each written data item. Here,
“written data” is the user data that is written to the storage
server 201 when the client 101 transmits a write request, that
is, the user data that is the target of the write request processed
normally. The written data corresponds to any one of the user
data items actually stored in the disk 209 (to be referred to as
“stored data” hereinafter). The association between the writ-
ten data and the stored data is managed by the data ID. In other
words, when the data ID of the written data (the one managed
by the global path management table 401) is the same as the
data IDs of the stored data items (the ones managed by the
local path management table 402), these data items are asso-
ciated with each other. Note that when the /O request
received from the client 101 is the I/O request of a block level,
the logical block number is stored in place of the global path.

The name hash value is a hash value generated from the
global path. The name hash value is utilized in Example 2.
Therefore, in the present example, the name hash value is not
necessarily included in the global path management table
401. The data hash value is a hash value that is generated from
the user data or additional data (metadata, tag data, etc.).
When the complete matching system is employed, the hash
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value generated from the user data is taken as the data hash
value. When, on the other hand, the non-complete matching
system is employed, the hash value generated from the addi-
tional data is taken as the data hash value. Note in the follow-
ing description that “data hash value” similarly indicates a
hash value generated from the user data when the complete
matching system is employed, and also indicates a hash value
generated from the additional data when the non-complete
matching system is employed.

Here, metadata 7 and tag data 8 are simply described with
reference to FIG. 5. Both of the data items 7, 8 are data items
added to a user data main body 9 and representing data items
representing the attributes of the user data main body 9. As
shown in FIG. 5, the metadata 7 is data added externally to the
user data main body 9. The user data is configured by the
metadata 7 and the user main body 9. On the other hand, the
tag data 8 is data contained inside the user data main body 9
(internally added data). For example, when the user data is an
mp3 file, the artist name or the like is the tag data 8. When the
user data is a Word file, the information on the creator or the
like is the tag data 8.

In the local path management table 402, the data ID, data
hash value, duplication number, total evaluation flag, list gen-
eration number, synchronous evaluation maximum rank,
local path, and fingerprint data path of each stored data item
are associated with and stored for each stored data item (for
each data item stored in the disk 209). Note that when the [/O
request received from the client 101 is the /O request of a
block level, the physical block number is stored in place of the
local path.

The duplication number means the number of duplicated
stored data items. More specifically, the duplication number
is the number of written data items having corresponding
stored data items (to be referred to as “corresponding store
data items” hereinafter) as the data contents, that is, the num-
ber written data items corresponding to the corresponding
stored data items. In the example shown in FIG. 4, a stored
data item having a data ID of, for example, “100” is associated
with two written data items of a written data item having a
global path of “/groot/userl/datal” and a written data item
having a global path of “/groot/user2/datal” (see the global
path management table 401). Therefore, the duplication num-
ber is “2.”” The total evaluation flag is the information indi-
cating whether comparison between a corresponding stored
data item and all of the other stored data items is completed or
not (determination on whether these data items are the same
ornot). In the present example, when the comparison between
the corresponding stored data item and all of the other stored
data items is completed, the total evaluation flag shows “Y,”
and when the comparison between the corresponding stored
data item and all of the other stored data items is not com-
pleted, the total evaluation flag shows “N.” The list generation
number is the information indicating which generation list
was used as the basis for performing the synchronous de-
duplication process for each corresponding stored data item.
The synchronous evaluation maximum rank is the informa-
tion indicating up to which rank of stored data item the com-
parison is completed when the synchronous de-duplication
process is carried out. The fingerprint data path is a path
indicating a storage destination of the fingerprint data 312.

FIG. 6 is a diagram showing an example of the full list
information 311.

The full list information 311 is the information indicating,
for all or part of the stored data items, a rank applied to each
of' the stored data items for each generation. The “rank™ here
means an order that is referenced when selecting a stored data
item as a target of comparison performed in the de-duplica-
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tion process (to be referred to as “comparison target data
item” hereinafter). In the present example, the comparison
target data items are selected in order of the stored data items
having high ranks. Further, in the synchronous de-duplication
process, a predetermined number of stored data items that are
extracted in order of high ranks are obtained as comparison
target data candidates (to be referred to as “comparison can-
didates™ hereinafter), and the comparison target data items
are selected from among the comparison candidates. Specifi-
cally, in the synchronous de-duplication process, the com-
parison candidates are restricted to a part of the stored data
items (store data items with higher ranks), whereby the pro-
cessing load is reduced. The number of comparison candi-
dates may be a value that is kept by the storage server 201 in
advance, or a value that is set by a manger later.

A rank is applied by the list management processing part
303. The list management processing part 303 can apply a
higher rank to, for example, a stored data item that is expected
to be likely to overlap. Examples of the data item that is
expected to be likely to overlap include (A) data items of
higher ranks (the charts, audience rating, and so on that are
provided externally), (B) data items with larger duplication
numbers, (C) data items that are stored recently, (D) data
items with a high write/read ratio, and (E) registered data
items, such as format patterns. Furthermore, the list manage-
ment processing part 303 can apply a higher rank to a data
item for which the effect of the de-duplication process (the
effect of reducing usage of the disk 209) is great. Examples of
the data for which the effect of the de-duplication process is
great include data items having a large file size. The rank is
updated on a regular or irregular basis, and the generation is
shifted to the subsequent generation every time the rank is
updated. In the present example, the lower the value of the
rank is, the higher the rank is.

As shown in FIG. 6, in the full list information 311, the data
ID of each stored data item, the rank applied to each stored
data item, and the generation number of the generation to
which the rank is applied are associated with and stored for
each stored data item existing in each generation.

FIG. 7 is a diagram showing an example of the synchro-
nous de-duplication process information 307.

The synchronous de-duplication process information 307
is the information referenced when the synchronous de-du-
plication process is carried out. The synchronous de-duplica-
tion process information 307 includes, for example, a partial
list information 601, a summary bitmap 602, and cache infor-
mation 603.

The partial list information 601 is the information that in
which the comparison candidates (the data IDs of the com-
parison candidates) are listed in order of the ranks of the latest
generations. The partial list information 601 includes a list of
the comparison candidates arranged in order of the ranks for
each data hash value (to be referred to as “rank order first list™)
611, and a list of the comparison candidates arranged in order
of' the ranks with respect to the entire data hash values (to be
referred to as “rank order second list”) 621.

The summary bitmap 602 is the data that is referenced
when immediately determining whether or not a user data
item to be subjected to the synchronous de-duplication pro-
cess (auser data item to be written) is a data item that does not
overlap with any of the stored data items. The summary
bitmap 602 has stored therein a bit value that indicates
whether a stored data item to be a data hash value when a hash
value is generated exists or not for each data hash value within
a hash space. In the present example, when there exists the
stored data item to be the data hash value, the bit value shows
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“T (TRUE),” and when the stored data item to be the data hash
value does not exist, the bit value shows “F (FALSE).”

The cache information 603 is a copy data item of all or part
of'user data items (i.e., stored data items), and/or a copy data
item of all or part of the fingerprint data items (described as
“FP” in FIG. 7) 312, which are stored in the disk 209. As
shown in FIG. 3, because the synchronous de-duplication
process information 307 is stored in the memory 204, data
items within the cache information 603 can be accessed at
high speed. The stored data items contained in the cache
information 603 may be, for example, all of the comparison
candidates or a part of the comparison candidates.

FIG. 8 is a flowchart of a process carried out by the write
request processing part 306.

When the storage server 201 receives a write request from
the client 101, the write request processing part 306 deter-
mines whether a user data item to be written (to be referred to
as “write target data item” hereinafter) conforms with a non-
applicable condition of the synchronous de-duplication pro-
cess (to be referred to as “synchronous non-applicable con-
dition” hereinafter) (S101, S102). Here, “synchronous non-
applicable condition” means a condition that is used for
determining whether the synchronous de-duplication process
is carried out for the write target data item. In the present
example, when the write target data item conforms with the
synchronous non-applicable condition, the synchronous de-
duplication process is not carried out for the write target data
item. Examples of the synchronous non-applicable condition
include a condition under which the size of the data item is
large and a condition under which the write target data item is
encrypted. Because it requires a certain amount of time to
perform the de-duplication process on the large-size or
encrypted data item, it is desired that the de-duplication pro-
cess be carried out in asynchronization with the reception of
the write request (in other words, the asynchronous de-dupli-
cation process is carried out).

When the write target data item conforms with the synchro-
nous non-applicable condition (S102: YES), the process of
step S106 is carried out thereafter.

On the other hand, when the write target data item does not
conform with the synchronous non-applicable condition
(S102: NO), the synchronous de-duplication process is car-
ried out on the write target data item (S103). Performing the
synchronous de-duplication process allows to determine
whether the write target data item is a data item overlapping
with (or the same as) any of the stored data items (to be
referred to as “duplicated data item” hereinafter) or a data
item that does not overlap with (or is not the same as) any of
the stored data items (to be referred to as “non-duplicated data
item” hereinafter). Note that in some cases the duplicated data
item or non-duplicated data item cannot be determined by
simply performing the synchronous de-duplication process.
This is because the user data items that are compared with the
write target data item is restricted to a part of the stored data
items (comparison candidates) in the synchronous de-dupli-
cation process. In the synchronous de-duplication process,
the data item that is not determined as either the duplicated
data item or the non-duplicated data item (to be referred to as
“duplication unknown data™) is obtained as a target of a
synchronous duplication determination process. The detail of
the synchronous de-duplication process is described herein-
after with reference to FIGS. 9 to 11.

In the synchronous de-duplication process, when the write
target data item is determined as the duplicated data item
(S104: YES), the write request processing part 306 carries out
a process for registering the write target data item as the
duplicated data item (S107).
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Specifically, the write request processing part 306 adds an
entry related to the write target data item to the global path
management table 401. The data ID of the added entry is the
data ID of a stored data item that is determined as the same as
the write target data item (to be referred to as “same data item”
hereinafter). Then, the duplication number of the same data is
incremented by one in the local path management table 402.

Moreover, in the synchronous de-duplication process,
when it is determined that the write target data item is the
duplication unknown data (S104: NO and S105: NO), the
process of step S106 is carried out thereafter.

In step S106, the write request processing part 306 deter-
mines whether or not the write target data item conforms with
the non-applicable condition of the asynchronous de-dupli-
cation process (to be referred to as “asynchronous non-appli-
cable condition” hereinafter) (S106). Here, “asynchronous
non-applicable condition” means a condition that is used for
determining whether the asynchronous de-duplication pro-
cess is carried out or not for the write target data item. In the
present example, when the write target data item conforms
with the asynchronous non-applicable condition, the asyn-
chronous de-duplication process is not carried out on the
write target data item. Examples of the asynchronous non-
applicable condition include a condition under which the size
of the data item is extremely small and a condition under
which the write target data item is encrypted.

Further, in the synchronous de-duplication process, when
the write target data item is determined as the non-duplicated
data item (S104: NO but S105: YES), or when the write target
data item conforms with the asynchronous non-applicable
condition (S106: YES), the write request processing part 306
carries out a process for registering the write target data item
as the non-duplicated data item (S108).

Specifically, first, the write target data item is stored in the
disk 209 and the data ID is allocated to this stored data item.
The write request processing part 306 then changes the bit
value corresponding to the data hash value of the write target
data item in the summary bitmap 602 to “TRUE.” The write
request processing part 306 further adds entries related to the
write target data item to the global path management table
401 and the local path management table 402, respectively.

The data IDs of the entry added to the global path manage-
ment table 401 (to be referred to as “global addition entry”
hereinafter) and the entry added to the local path management
table 402 (to be referred to as “local addition entry” herein-
after) are the data ID allocated to the write target data item
stored in the disk 209. The global path of the global addition
entry is a global path indicating the destination for storing the
write target data item therein. The local path of the local
addition entry is a local path indicating the destination for
storing the write target data item therein. The duplication
number of the local addition entry is “1,” and the total evalu-
ation flag of the local addition entry is “Y.” The list generation
number of the local addition entry is the latest generation
number at the point of time when the synchronous de-dupli-
cation process is carried out and the synchronous evaluation
maximum rank of the local addition entry is the lowest rank
out of the ranks applied to the comparison target data items
(the stored data items that are target of comparison performed
during the synchronous de-duplication process). Note that
when the fingerprint data 312 related to the write target data
item is present, the fingerprint data 312 also is stored in the
disk 209. The fingerprint data path of the local addition entry
is a path indicating the destination for storing the fingerprint
data 312 related to the write target data item.

In the determination process of step S106, when the write
target data item does not conform with the asynchronous
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non-applicable condition (S106: NO), the write request pro-
cessing part 306 carries out a process for registering the write
target data item as the duplication unknown data item (S109).
The process of S109 is the same as the process of S108 except
for the following points. Specifically, when the write target
data item is the duplication unknown data item, the total
evaluation flag of the local addition entry is described as “N.”

FIG. 9 is a flowchart of the synchronous de-duplication
process using a complete matching system.

The processes shown in FIGS. 9 to 11 are performed in step
S103 shown in FIG. 8. When the complete matching system
is employed, the process shown in FIG. 9 is carried out. When
the non-complete matching system is employed, the process
shown in FIG. 10 or FIG. 11 is carried out.

First, the synchronous de-duplication processing part 301
generates the data hash value from the write target data item
(S201). Hereinafter, the data hash value generated in this step
S201 is called “target hash value.”

Next, the synchronous de-duplication processing part 301
determines whether the bit value corresponding to the target
hash value in the summary bitmap 602 is “FALSE” or not
(S202).

When the bit value corresponding to the target hash value
is “FALSE” (S202: YES), the synchronous de-duplication
processing part 301 determines that the write target data item
as the non-duplicated data item. Specifically, in this case, the
write target data item is immediately determined as the non-
duplicated data item, without being subjected to the compari-
son with the stored data items. This is because it is clear that
there is no stored data item having the same data hash value,
since the bit value corresponding to the target hash value is
“FALSE.” In other words, the same stored data item does not
exist.

On the other hand, when the bit value corresponding to the
target hash value is “TRUE” (S202: NO), the synchronous
de-duplication processing part 301 acquires the rank order
first list related to the target hash value, from the partial list
information 601 (S203). For example, in the example shown
in FIG. 7, when the target hash value is “0x0f,” the rank order
first list having the data IDs of “102” and “101” is acquired.
The stored data items that have the data IDs included in the
rank order first list acquired in this step S203 are the com-
parison candidates.

Thereafter, the synchronous de-duplication processing
part 301 selects the data ID of the highest rank from among
the data IDs included in the rank order first list acquired in
step S203 (besides the stored data items that are already
compared with the write target data item) (S204). The stored
data item having the data ID selected in this step S204 is taken
as the comparison target data item.

Thereafter, the synchronous de-duplication processing
part 301 compares the write target data item with the com-
parison target data item and determines whether the both data
items are the same or not (whether the data contents of these
data items completely match or not) (S205). When the com-
parison target data item is included in the cache information
603, the comparison target data item within the cache infor-
mation 603 is used to determine whether the write target data
item and the comparison target data item are the same or not.
As a result, compared to the case in which the comparison
target data item is read from the disk 209 to perform the
comparison, the comparison process can be performed at high
speed. When, on the other hand, the comparison target data
item is not included in the cache information 603, the com-
parison target data item is read from the disk 208, and the read
comparison target data item is used to determine whether the
write target data item and the comparison target data item are
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the same or not. Note that when comparing the data items,
determination on whether the fingerprint data 312 related to
the both data items matches or not may be performed as a
preprocessing for comparing the entire data items. When
supposedly the fingerprint data 312 related to the both data
items does not match, it can be determined without compar-
ing the entire data items that the both data items are not the
same.

When it is determined that the write target data item and the
comparison target data item are the same (S205: YES), the
synchronous de-duplication processing part 301 determines
that the write target data item as the duplicated data item
(S209).

When, on the other hand, it is determined that the write
target data item and the comparison target data item are not
the same (S205: NO), the synchronous de-duplication pro-
cessing part 301 determines whether the comparison with all
of the comparison candidates is completed of not (S206).

When the comparison of all of the comparison candidates
is not completed (S206: NO), the synchronous de-duplication
processing part 301 selects the data ID of the next highest
rank (S204), and uses the stored data item having the selected
data ID as the comparison target data item, to compare it with
the write target data item.

On the other hand, when the comparison of all of the
comparison candidates is completed (S206: YES), the syn-
chronous de-duplication processing part 301 determines the
write target data item as the duplication unknown data item
(S207).

FIG. 10 is a flowchart of the synchronous de-duplication
process using a first non-complete matching system.

The synchronous de-duplication process using the first
non-complete matching system is carried out when the non-
complete matching system is employed, and is particularly a
process that is carried out when data items that are likely to
overlap can be narrowed down to some extent by referring the
additional data.

The steps other than steps S301 and S302 of the process
shown in FIG. 10 (the steps applied with the same reference
numerals as with those in F1G. 9) are substantially the same as
those of the process shown in FIG. 9. The main differences
with FIG. 9 will be described hereinafter.

In step S301, the synchronous de-duplication processing
part 301 generates the data hash value from the additional
data. In step S302, the synchronous de-duplication process-
ing part 301 compares the fingerprint data 312 related to the
write target data item with the fingerprint data 312 related to
the comparison target data item, and determines whether the
write target data item is same as the comparison target data
item (whether or not it can be determined that the both data
items are substantially the same). Specifically, when the fin-
gerprint data 312 related to the write target data item matches
the fingerprint data 312 related to the comparison target data
item, the synchronous de-duplication processing part 301
determines that the write target data item is the same as the
comparison target data item. Note that when the fingerprint
data 312 related to the write target data item not completely
matches the fingerprint data 312 related to the comparison
target data item but matches the fingerprint data 312 related to
the comparison target data item in more than the probability
of a certain extent, it may be determined that the write target
data item is the same as the comparison target data item.

FIG. 11 is a flowchart of the synchronous de-duplication
process using a second non-complete matching system.

The synchronous de-duplication process of the second
non-complete matching system is carried out when the non-
complete matching system is employed, and is particularly a

10

15

20

25

30

35

40

45

50

55

60

65

12

process that is carried out when it is difficult refer to the
additional data to narrow down, to some extent, data items
that are likely to overlap.

First, the synchronous de-duplication processing part 301
acquires the rank order second list from the partial list infor-
mation 601 (S401). The stored data items that have the data
IDs included in the rank order second list acquired in this step
S401 are taken as the comparison candidates.

Next, the synchronous de-duplication processing part 301
selects the data ID of the highest rank from among the data
IDs (besides the stored data items of which fingerprint data
312 is already compared with the fingerprint data 312 related
to the write target data item) included in the rank order second
list acquired in step S401 (S402). The stored data item having
the data ID selected in this step S402 is taken as the compari-
son target data item.

Thereafter the synchronous de-duplication processing part
301 compares the fingerprint data 312 related to the write
target data item with the fingerprint data 312 related to the
comparison target data item, and determines whether or not
the write target data item is the same as the comparison target
data item (whether it can be determined that the both data
items are substantially the same) (S403). Specifically, when
the fingerprint data 312 related to the write target data item
matches the fingerprint data 312 related to the comparison
target data, the synchronous de-duplication processing part
301 determines that the write target data item is the same as
the comparison target data item. Note that when the finger-
print data 312 related to the write target data item not com-
pletely matches the fingerprint data 312 related to the com-
parison target data item but matches the fingerprint data 312
related to the comparison target data item in more than the
probability of a certain extent, it may be determined that the
write target data item is the same as the comparison target data
item.

When it is determined that the write target data item is the
same as the comparison target data item (S403: YES), the
synchronous de-duplication processing part 301 determines
the write target data item as the duplicated date item (S406).

When, on the other hand, it is determined that the write
target data item is not the same as the comparison target data
item (S403: NO), the synchronous de-duplication processing
part 301 determines whether the comparison of all of the
comparison candidates is completed or not (S404).

When the comparison of all of the comparison candidates
it not completed (S404: NO), the synchronous de-duplication
processing part 301 selects the data ID of the next highest
rank (S402), and uses the stored data item having the selected
data ID as the comparison target data item, to compare it with
the write target data item.

On the other hand, when the comparison of all of the
comparison candidates is completed (S404: YES), the syn-
chronous de-duplication processing part 301 determines that
the write target data item as the duplication unknown data
item (S405).

FIG. 12 is a flowchart of a first monitoring process.

The first monitoring process is carried out by the monitor
processing part 304 to determine whether the asynchronous
de-duplication process is executed or not. The monitor pro-
cessing part 304 can perform the first monitoring process atan
appropriate time, and an example in which the first monitor-
ing process is carried out on a regular basis (for example,
every several hours or every several weeks) is described here-
inafter.

After standing by for a fixed time period (for example, for
aseveral hours, several weeks, or the like) (S501), the monitor
processing part 304 computes the current de-duplication ratio
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(S502). Here, “de-duplication ratio” is a value indicating how
much of duplication storage is eliminated, and is particularly
represented by a ratio of the number of duplicated data items
subjected to de-duplication (i.e., duplicated data items that
are prevented from being stored in the disk 209 or deleted
from the disk 209) to the number of duplicated data items that
exist at a certain point of time. For example, the de-duplica-
tion ratio is 100% when all of the duplicated data items are
eliminated, and 0% when none of the duplicated data items is
eliminated. The monitor processing part 304 can compute the
de-duplication ratio based on, for example, the global path
management table 401 and the local path management table
402.

Next, the monitor processing part 304 determines whether
the de-duplication ratio computed in step S502 is equal to or
lower than a predetermined target value (to be referred to as
“de-duplication target value” hereinafter) (S503).

When the de-duplication ratio is greater than the de-dupli-
cation target value (S503: NO), the asynchronous duplication
processing is not carried out, and the monitor processing part
304 stands by for a fixed time period (S501).

When, on the other hand, the de-duplication ratio is equal
to or lower than the de-duplication target value (S503: YES),
the monitor processing part 304 determines whether or not an
access load generated from the client 101 (a value indicating
an access load calculated from the CPU usage, [/O amount, or
the like) is equal to or lower than a predetermined threshold
value (to be referred to as “access load threshold value”
hereinafter) (S504).

When the access load is greater than the access load thresh-
old value (S504: NO), the asynchronous duplication process-
ing is not carried out, and the monitor processing part 304
stands by for the fixed time period (S501).

On the other hand, when the access load is equal to or lower
than the access load threshold value (S504: YES), the asyn-
chronous de-duplication processing part 302 carries out the
asynchronous de-duplication process (S505). Specifically,
when the de-duplication ratio is somewhat low and the access
load is low, the asynchronous de-duplication process is per-
formed. The detail of the synchronous de-duplication process
is explained hereinafter with reference to FIGS. 13 and 14.

After the asynchronous de-duplication process is per-
formed, the monitor processing part 304 determines whether
or not comparison of all of the other stored data items (deter-
mination on whether all of the other stored data items are the
same or not) is completed for each of all of the stored data
items (in other words, whether there is no longer any stored
data items having the total evaluation flag of “N” in the local
management table 402) (S506).

When the comparison of all of the other stored data items is
not completed for each of all of the stored data items (S506:
NO), the monitor processing part 304 carries out the pro-
cesses of steps S502 to S505 again.

When, on the other hand, the comparison of all of the other
stored data items is completed for each of all of the stored data
items (S506: YES), the monitor processing part 304 stands by
for the fixed time period thereafter (S501).

FIG. 13 is a flowchart of the asynchronous de-duplication
process using the complete matching system.

First, the asynchronous de-duplication processing part 302
refers to the local path management table 402 to select one
stored data item having the smallest list generation number,
from among the stored data items having the total evaluation
flag of “N” (S601). Hereinafter, the stored data item selected
in this step S601 is called “selected data item.” In addition, the
list generation number of the selected data item is called
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“selected generation number,” and the synchronous evalua-
tion maximum rank of the selected data item is called
“selected rank.”

Next, the asynchronous de-duplication processing part 302
selects the comparison target data item (S602). Specifically,
the asynchronous de-duplication processing part 302 refers to
the full list information 311 to select one entry, whose list
generation umber is the selected generation number and
whose rank is larger than the selected rank. The stored data
item that has the data ID of the entry selected in this step S602
is obtained as the comparison target data item. In the
examples shown in FIGS. 4 and 6, the stored data item having
the data ID of “300” with the total evaluation flag of “N” is
obtained as the selected data item (see FIG. 4). Therefore, the
selected generation number is “2,” and the selected rank is “4”
(see FIG. 4). Accordingly, the stored data item having the data
ID of “104,” which is the stored data item having the list
generation number of “2” and the rank of “4” or greater, is
obtained as the comparison target data item (see FIG. 6).

Next, the asynchronous de-duplication processing part 302
acquires the data hash values of the selected data item and the
data hash values of the comparison target data item (S603).

Thereafter, the asynchronous de-duplication processing
part 302 determines whether or not the data hash value of the
selected data item matches the hash value of the comparison
target data item (S604).

When the both data hash values do not match (S604: NO),
the process of step S608 is performed thereafter.

When, on the other hand, the both hash values match
(S604: YES), the asynchronous de-duplication processing
part 302 compares the selected data item with the comparison
target data item to determine whether the both data items are
the same or not (whether the data contents of these data items
completely match or not) (S605).

When it is determined that the selected data item is not the
same as the comparison target data item (S605: NO), the
process of step S607 is performed thereafter.

When it is determined that the selected data item is the
same as the comparison target data item (S605: YES), the
asynchronous de-duplication processing part 302 carries out
aprocess for deleting the selected data item from the disk 209
(S606). More specifically, the asynchronous de-duplication
processing part 302 changes the data ID of the written data
item corresponding to the selected data item on the global
path management table 401 to the data ID of the comparison
target data item. Moreover, the asynchronous de-duplication
processing part 302 increments the duplication number of the
comparison target data item on the local path management
table 402 by 1. The asynchronous de-duplication processing
part 302 then deletes the selected data item and the fingerprint
data 312 related to the selected data item from the disk 209.
The asynchronous de-duplication processing part 302 deletes
the entry of the selected data item from the local path man-
agement table 402.

In step S607, it is determined whether or not the compari-
son target data item can further be selected. When the com-
parison target data item can be further selected (S607: YES),
the processes following step S602 are carried out again.

On the other hand, when the comparison target data item
cannot be further selected (S607: NO), the asynchronous
de-duplication processing part 302 changes the total evalua-
tion flag of the selected data item on the local path manage-
ment table 402 to “Y” (S608).

FIG. 14 is a flowchart of the asynchronous de-duplication
process using the non-complete matching system.

In the process shown in FIG. 14, the steps applied with the
same reference numerals as with those of FIG. 13 are sub-
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stantially the same as the process shown in FIG. 13. In other
words, in the process shown in FIG. 14, step S701 is per-
formed in place of steps S603 to S605 shown in FIG. 13.

In step S701, the asynchronous de-duplication processing
part 302 compares the fingerprint data 312 related to the
selected data item with the fingerprint data 312 related to the
comparison target data item, and determines whether the
selected data item is the same as the comparison target data
item or not (whether it can be determined that the both data
items are substantially the same). More specifically, when the
fingerprint data 312 related to the selected data item matches
the fingerprint data 312 related to the comparison target data
item, the asynchronous de-duplication processing part 302
determines that the selected data item is the same as the
comparison target data item. Note that when the fingerprint
data 312 related to the selected data item not completely
matches the fingerprint data 312 related to the comparison
target data item but matches the fingerprint data 312 related to
the comparison target data item in more than the probability
of'a certain extent, it may be determined that the selected data
item is the same as the comparison target data item.

FIG. 15 is a flowchart of a rank update process.

The rank update process is executed on a regular or irregu-
lar basis. As the ranks are updated, the contents of the full list
information 311 and the synchronous de-duplication process
information 307 are updated.

As described above, the ranks are determined based on, for
example, the degree of the possibility of duplication and the
greatness of the effect attained from the de-duplication pro-
cess. In the present example, the ranks are determined based
on the duplication number.

First, the list management processing part 303 sorts the
stored data items managed by the local path management
table 402, in descending order of the duplication number
(S801).

Subsequently, the list management processing part 303
applies ranks to the stored data items sorted in step S801, by
applying higher ranks to the greater duplication numbers
(S802).

Thereafter, the list management processing part 303 regis-
ters the information related to the new ranks applied in step
S802, to the full list information 311 (S803). Specifically, the
list management processing part 303 adds to the full list
information 311 an entry combining the data IDs of the stored
data items and the new ranks applied to the stored data items,
for each of the stored data items. In so doing, the list genera-
tion number is the number indicating a new generation (the
number obtained by adding 1 to the current list generation
number).

The list management processing part 303 then updates the
contents of the synchronous de-duplication process informa-
tion 307 (the partial list information 601 and the cache infor-
mation 603) in accordance with the contents of the updated
full list information 311 (the order of the ranks of the latest
generations) (S804).

FIG. 16 is a diagram showing an example of a setting
screen 1600 used for performing the de-duplication process.

As shown in this diagram, the setting screen 1600 used for
performing the de-duplication process is provided with input
fields (1) to (5), for example.

The input field (1) is a field for setting a process type of the
de-duplication process. Examples of the process type include
whether the I/O request received from the client 101 is the I/O
request of a block level or the I/O request of a file level, and
whether the system for determining whether the data items
are the same or not is the complete matching system or the
non-complete matching system. The input field (2) is a field
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for setting the de-duplication target value. The input field (3)
is a field for setting the number of comparison candidates (the
number of stored data items to be compared in the synchro-
nous de-duplication process). The input field (4) is a field for
setting a reference used when applying the ranks (e.g., the
size of each duplication number, etc.). The input field (5) is a
field for inputting a data pattern that is referenced when
applying the ranks (format pattern, etc.).

FIG. 17 is a diagram showing an example of a monitor
1700.

The monitor 1700 is a screen for displaying the informa-
tion on the de-duplication process (processing results, etc.).
The monitor 1700 is provided with display fields (1) to (3), for
example.

The display field (1) is a field for displaying the current
de-duplication ratio. The numerical values in parentheses
shown in FIG. 17 are the de-duplication ratios obtained dur-
ing a single synchronous de-duplication process. The display
field (2) is a field for displaying the usage of the CPU 202.
When the usage of the CPU 202 is excessively high, the
manager can change, for example, the de-duplication target
value or the configuration of the storage system 103 (by
providing, for example, a plurality of storage servers 201, as
described in Example 2). The display field (3) is a field for
displaying the average value of processing times required in
the synchronous de-duplication process. When this value is
excessively large, the manager can, for example, reduce the
number of comparison candidates or change the configura-
tion of the storage system 103.

Example 2

FIG. 18 is a diagram showing a configuration example of
the storage system 103 according to Example 2.

As shown in this diagram, in Example 2, the storage system
103 is provided with the plurality of storage servers 201. The
hardware configuration of an individual storage server 201 is
substantially the same as the one described in Example 1 (the
one shown in FIG. 2). Each of the plurality of storage servers
201 is coupled to aload balancer 1801 by, for example, aLAN
(Local Area Network) 1802. The load balancer 1801 is
coupled the communication network 102.

FIG. 19 is a diagram showing a software configuration of
each storage server 201 according to Example 2.

The storage server 201 according to Example 2 is provided
with the processing parts 301 to 306 that are the same as those
of Example 1. In addition, the information 307, 310, 311 and
the data 312 that are the same as those of Example 1 are stored
in the memory 204 or disk 209 of the storage server 201
according to Example 2.

In Example 2, the storage server 201 is further provided
with a server segmentation processing part 1901 and a server
integration processing part 1902. The disk 209 further has
server management information 1910 stored therein.

FIG. 20 is a diagram showing an example of the server
management information 1910.

The server management information 1910 has, for
example, a name hash space server correspondence table
2001, a data hash space server correspondence table 2002,
and a standby server management table 2003.

The name hash space server correspondence table 2001 is
a table showing the correspondence relationship between a
space (name hash space) of the name hash value (the hash
value generated from the global path) and the server 201 that
manages (stores in the disk 209) the path name (character
string) of the global path included in the name hash space
(hash value to be generated is contained in the name hash
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space). For example, when the name hash value having a
global path of “/groot/userl/data” is “Ob00001111,” it is
understood by referring to the table 2001 of FIG. 20 that the
server 201 managing the path name “/groot/userl/data” is a
server S.

the data hash space server correspondence table 2002 is a
table showing the correspondence relationship between a
space (data hash space) of the data hash value (the hash value
generated from the user data or additional data) and the server
201 that manages (stores in the disk 209) the user data con-
tained in the data hash space (hash value to be generated is
contained in the data hash space). For example, when the data
hash value of certain user data is “Ob11110000,” it is under-
stood by referring to the table 2002 of FIG. 20 that the server
201 managing the user data is a server N.

The standby server management table 2003 is atable show-
ing the server 201 that is in a standby state (to be referred to
as “standby server” hereinafter), out of the storage servers
201 provided in the storage system 103. The standby man-
agement table 2003 is referenced when a server segmentation
process or a server integration process is carried out, as will be
described hereinafter.

FIG. 21 is a flowchart of a process carried out by the write
request processing part 306 according to Example 2.

The write request processing part 306 of the storage server
201 that has received the write request (to be referred to as
“request receiving server” hereinafter) generates the data
hash value from the write target data item or the additional
data item (S901). The data hash value is generated from the
write target data item when the complete matching system is
employed, or from the additional data when the non-complete
matching system is employed. Hereinafter, the data hash
value generated in this step S901 is called “target data hash
value”

Next, the write request processing part 306 refers to the
data hash space server correspondence table 2002, and deter-
mines the storage server 201 managing the write target data
item (to be referred to as “data server” hereinafter), based on
the target data hash value (S902).

The write request processing part 306 thereafter transmits
the target data hash value and the write target data item to the
data server 201 determined in step S902 (S903).

The data server 201 that has received the target data hash
value and the write target data item carries out a process for
storing the write target data item into the disk 209 (to be
referred to as “data storing process” hereinafter) (S904). The
detail of the data storing process is described hereinafter with
reference to FIG. 22.

When the process of step S904 is completed, the request
receiving server 201 receives, from the data server 201, the
data ID applied to the write target data item (S905).

The write request processing part 306 of the request receiv-
ing server 201 then generates the name hash value from the
global path of the write target data item (to be referred to as
“write target global path” hereinafter) (S906). Hereinafter,
the name hash value generated in this step S906 is called
“target name hash value.”

Next, the write request processing part 306 refers to the
name hash space server correspondence table 2001 to deter-
mine the storage server 201 managing the path name of the
write target global path (to be referred to as “name server”
hereinafter), based on the target name hash value (S907).

The write request processing part 306 thereafter transmits,
to the name server 201 determined in step S907, the path
name of the write target global path, target data hash value,
target name hash value, and data ID of the write target data
item (S908).
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The name server 201 that has received the path name of the
write target global path, target data hash value, target name
hash value, and data ID of the write target data item carries out
a processing for storing the path name of the write target
global path into the disk 209 (to be referred to as “name
storing process” hereinafter) (S909). The detail of the name
storing process is described hereinafter with reference to FIG.
24.

When the request receiving server 201 receives a response
about the completion of the process from name server 201
(S910), the present process is ended.

FIG. 22 is a flowchart of the data storing process carried out
by the data server 201.

The process shown in FIG. 22 is substantially the same as
the processes in Example 1 which are shown in FIGS. 8 to 11,
except for steps S108' and 109'. The processes other than step
S103 in FIG. 22 are carried out by the write request process-
ing part 306 of the data server 201, and the process of step
S103 in FIG. 22 (the process shown in each of FIGS. 9to 11)
is carried out by the synchronous de-duplication processing
part 301 of the data server 201.

Step S108' is a process for registering the non-duplicated
data item, and step S109' a process for registering the dupli-
cation unknown data item. In Example 2, because the plural-
ity of storage servers 201 are provided, it is desired that the
usage of the disks 209 of the plurality of storage servers 201
be balanced. The processes of steps S108' and S109' are as
shown in FIG. 24. Hereinafter, these processes are described
with reference to FIG. 23.

First, the write request processing part 306 of the data
server 201 confirms whether the disk 209 of a base server 201
has a sufficient free space (S1001).

When the base server 201 has a sufficient free space
(S1001: YES), the write target data item is stored in the base
server 201 (51002).

When, on the other hand, the base server 201 does not have
a sufficient free space (S1001: NO), the write target data item
is stored in another server 201 having enough free space
(S1003).

When the write target data item is stored in the disk 209, the
data ID is allocated to the write target data item (S1004). The
data ID allocated to the write target data item may be a unique
value per hash space, or a value unique to the entire storage
system 103. In the case of the unique value per hash space, the
user data is specified by a combination of the data hash value
and the data ID.

Subsequently, the write request processing part 306 adds
an entry related to the write target data item, to the local path
management table 402 (S1005). In the case of the non-dupli-
cated data, the total evaluation flag is “Y.” In the case of the
duplication unknown data, the total evaluation flag is “N.”

Note that the asynchronous de-duplication process is
executed in Example 2 as well. The asynchronous de-dupli-
cation process executed in Example 2 is substantially the
same as that of Example 1 (FIGS. 12 to 14).

FIG. 24 is a flowchart of the name storing process carried
out by the name server 201.

The name server 201 that has received the path name of the
write target global path, target data hash value, target name
hash value, and data ID of the write target data registers the
received contents into the global path management table 401
(S1101).

FIG. 25 is a flowchart of a second monitoring process.

The second monitoring processing is a process carried out
by the monitor processing part 304 in order to determine
whether the server segmentation process or the server inte-
gration process is carried out. As with the first monitoring
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process, the monitor processing part 304 can carryout the
second monitoring process at an appropriate time, but an
example of carrying out the second monitoring process on a
regular basis (for example, every several hours or every sev-
eral weeks) is described hereinafter.

After standing by for a fixed time period (for several hours
or several weeks, for example) (S1201), the monitor process-
ing part 304 calculates the load on the storage server 201 to
determine the level of the load on the storage server 201
(S1202).

When it is determined that the load on the storage server
201 is appropriate (S1202: Middle), the monitor processing
part 304 stands by for the fixed time period again (S1201).

On the other hand, when it is determined that the load on
the storage server 201 is high or lower (S1202: High or Low),
the de-duplication ratio is calculated, and the level of the
de-duplication ratio is determined (S1203, S1204).

When it is determined that the load on the storage server
201 is high and the de-duplication ratio is low (S1203: Low),
the server segmentation process is executed (S1205). The
detail of the server segmentation process is described herein-
after with reference to FIG. 26.

When it is determined that the load on the storage server
201 is low and the de-duplication ratio is high (S1204: High),
the server integration process is executed (S1206). The detail
of'the server integration process is described hereinafter with
reference to FIG. 27.

When it is determined that the load on the storage server
201 is high and the de-duplication ratio is high or moderate
(S81203: NO Low), or when it is determined that the load on
the storage server 201 is low and the de-duplication ratio is
low or moderate (S1204: NO High), the monitor processing
part 304 stands by for the fixed time period again (S1201).

FIG. 26 is a flowchart of the server segmentation process.

First, the server segmentation processing part 1901 refers
to the standby server management table 2003 and allocates
two standby servers 201 (S1301).

The server segmentation processing part 1901 then seg-
ments the name hash space and the data hash space (both hash
spaces are altogether referred to as “relevant hash space”
hereinafter) managed by the storage server 201 taken as the
target of segmentation (to be referred to as “segmentation
target server” hereinafter) (S1302). For example, when the
relevant hash space is “Ob1%*,” this relevant hash space may be
segmented equally into two of “Ob10*”” and “Ob11*” or may
be segmented into two of “Ob100*” and “Ob101*”+“0Ob11%*.”
Segmentation of the relevant hash space is performed in con-
sideration of, for example, the load on the storage server 201.
Either one of the standby servers (to be referred to as “post-
segmentation server” hereinafter) 201 allocated in step S1301
is in charge of each of the segmented hash spaces. Hereinaf-
ter, the segmented hash spaces that are handled by the post-
segmentation server 201 are called “segmented relevant hash
spaces.”

Next, the server segmentation processing part 1901 trans-
fers management information corresponding to the seg-
mented relevant hash spaces (a section related to the seg-
mented relevant hash spaces out of the user data management
information 310 and a section related to the segmented rel-
evant hash spaces out of the full list information 311) to each
of the post-segmentation servers (S1303).

The server segmentation processing part 1901 then gener-
ates the synchronous de-duplication process information 307
related to the user data contained in each segmented relevant
hash space, for each segmented relevant hash space (the user
data is referred to as “segmentation target user data” herein-
after). Then, the server segmentation processing part 1901
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writes the generated synchronous de-duplication process
information 307 into the memory 204 of the post-segmenta-
tion server 201 that is in charge of the segmented relevant
hash space (S1304). In other words, the segmentation target
user data, the fingerprint data 312 related to the segmentation
target user data, and the partial list information 601 and sum-
mary bitmap 602 that are generated with respect to the seg-
mentation target user data are written into the memory 204 of
the post-segmentation server 201.

Subsequently, the server segmentation processing part
1901 changes the server management information 1910 to the
contents obtained after the segmentation, and notifies the
other storage servers 201 of the change (S1305).

After the completion of notification of the change in the
server management information 1910 and transfer of the data
items to the post-segmentation server 201, the server segmen-
tation processing part 1901 registers the segmentation target
server 201 to the standby server management table 2003
(S1306).

Note that the present example employs a system in which
two standby servers 201 are allocated and the entire process
of the segmentation target server 201 is carried out by the
standby servers 201, but the present example may employ a
system in which one standby server 201 is allocated and the
process of the segmentation target server 201 is partially
carried out by the standby server 201.

FIG. 27 is a flowchart of the server integration process.

This process is carried out by the server integration pro-
cessing part 1902 of one of the storage servers 201 thatare the
targets of integration (to be referred to as “integration target
server” hereinafter).

First, the server integration processing part 1902 deter-
mines whether there is another appropriate server 201 as the
integration target server 201 (S1401).

When the appropriate server 201 does not exist as the
integration target server 201 (S1401: NO), the server integra-
tion processing part 1902 ends the process.

On the other hand, when the appropriate server 201 exists
as the integration target server 201 (S1401: YES), the server
integration processing part 1902 determines this appropriate
server 201 as another integration target server 201. In other
words, in the present example, the two servers 201, that is, the
server 201 executing this process and the server 201 deter-
mined as described above, are obtained as the integration
target servers 201. The server integration processing part
1902 refers to the standby server management table 2003 and
allocates one standby server 201 (S1402).

Next, the server integration processing part 1902 transfers,
to the standby server 201 allocated in step S1402 (“post-
integration server”), management information corresponding
to the hash space handled by each integration target server (to
be referred to as “pre-integration relevant hash space” here-
inafter) (a section related to the pre-integration relevant hash
space out of the user data management information 310, and
a section related to the pre-integration relevant hash space out
of the full list information 311) (S1403). The two pre-inte-
gration relevant hash spaces are integrated into one hash
space handled by a post-integration server 201 (to be referred
to as “integrated relevant hash space” hereinafter).

The server integration processing part 1902 then generates
the synchronous de-duplication process information 307
related to the user data contained in the integrated relevant
hash space, for the integrated relevant hash space (to be
referred to as “integration target user data” hereinafter). Then,
the server integration processing part 1902 writes the gener-
ated synchronous de-duplication process information 307
into the memory 204 of the post-integration server 201 that is
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in charge of the integrated relevant hash space (S1404). In
other words, the integration target user data, the fingerprint
data 312 related to the integration target user data, and the
partial list information 601 and summary bitmap 602 that are
generated with respect to the integration target user data are
written into the memory 204 of the post-integration server
201.

The server integration processing part 1902 then changes
the server management information 1910 to the contents
obtained after the integration, and notifies the other storage
servers 201 of the change (S1405).

After the completion of notification of the change in the
server management information 1910 and transfer of the data
items to the post-integration server 201, the server integration
processing part 1902 registers each of the integration target
servers 201 to the standby server management table 2003
(S1406).

Note that the present example employs a system in which
one standby server 201 is allocated and the entire process of
each integration target server 201 is carried out by the standby
server 201, but the present example may employ a system in
which integration into either one of the integration target
servers 201 is carried out without allocating any standby
servers 201.

The several examples of the present invention described
above are merely exemplary of the present invention and do
not limit the scope of the present invention to these examples.
The present invention can be implemented in various other
examples as well without departing from the scope of the
present invention.

REFERENCE SIGNS LIST

101 Client
102 Communication network
103 Storage system

The invention claimed is:

1. A storage system comprising:

a communication interface device coupled to a communi-
cation network to which a client is coupled;

a storage device in which a plurality of user data is stored;
and

a controller, which is configured to manage ranks of the
plurality of'user data and select comparison target data in
the plurality of user data based on the ranks of the plu-
rality of user data, wherein when the storage system
receives a write request from the client, the controller is
configured to:
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determine whether write target data of the write request
overlaps with the selected comparison target data stored
in the storage device;

not store the write target data in the storage device and
register the write target data as duplicated data when the
write target data is determined to overlap with the
selected comparison target data; and

store the write target data in the storage device when the
write target data is determined not to overlap with the
selected comparison target data,

wherein the storage system has a memory,

wherein the selected comparison target data is stored in
both the storage device and the memory,

wherein the controller is configured to determine whether
the write target data of the write request overlaps with
the selected comparison target data stored in the storage
device using the selected comparison target data stored
in the memory,

wherein a rank of the selected comparison target data is
higher than a rank of data which is not selected in the
plurality of user data, and

wherein the controller is configured to:

determine whether the write target data conforms with a
condition of an asynchronous de-duplication process
when the write target data is determined to be duplica-
tion unknown data; and

store the write target data in the storage device when the
write target data does not conform with the condition of
the asynchronous de-duplication process.

2. The storage system according to claim 1,

wherein when the write target data conforms with the con-
dition of the asynchronous de-duplication process, the
controller is configured to:

store the write target data;

determine whether the stored write target data overlaps
with other data in the plurality of user data; and

delete the stored write target data or the other data overlap-
ping with the stored write target data from the storage
device as the asynchronous de-duplication process,
when the stored write target data is determined to over-
lap with the other data in the plurality of user data.

3. The storage system according to claim 1,

wherein the controller is further configured to:

generate a data hash value of the write target data; and

determine whether the write target data of the write request
overlaps with the selected comparison target data stored
in the storage device using the generated data hash value
of the write target data.
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